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Are Fall and Spring Low Temperatures Different?

	As a college student, I know the trouble that comes with packing for school. Choosing the appropriate clothing for each season is a struggle, as many of us never know how the temperature will fluctuate in the coming seasons. It is nearly impossible to bring with us all of the clothing we own for any possible temperature, so knowing in advance whether or not the temperatures during the Fall semester are different than the temperatures during the Spring semester are different from one another. Would it do me better to pack the same kinds of clothes for both Fall and Spring, or should I bring more cold or warm weather clothing for the different semesters?
My goal is to find out if the average low temperatures in Lancer Park during the Fall and Spring seasons are different. In order to find out whether this was or was not true, I used a hypothesis test for two means, utilizing the data in the appendix. A hypothesis test for two means uses the means of two separate sets of data and compares them. The user can hypothesize whether the one set of data will be higher, lower, or just not equal to another, and the test will tell the user whether or not they were right. For this test, I am looking to see that my hypothesis- that Fall and Spring low temperatures in Lancer Park are different- is correct. 
	The first step in doing a hypothesis test is to state the null hypothesis and the alternative hypothesis. The alternative hypothesis is what I am testing for, which is that Fall temperatures different than Spring temperatures. In order for this hypothesis to be proven true, there must be statistically significant evidence proving it The null hypothesis would be the opposite of whatever I am testing for- this is assumed to be true unless there is statistically evidence roving it wrong. For this test, the null hypothesis is that Fall temperatures are not different than Spring temperatures.
	The next step would be to define the parameters of the test I will be doing. For this test, I will be calling the parameters “Sample 1” and “Sample 2.” Sample 1 is the average low temperatures for Lancer Park in the Fall. Sample 2 is the average low temperatures for Lancer Park in the Spring. After defining these, I needed to determine which test in my calculator that I would need to do, then check that my data meets specific conditions. The test that I chose to do is called a 2-Sample T-Test. Because the data I have does not provide a population standard deviation, I needed to use a T-Test, and because I am comparing two sets of data, I used a 2-Sample test. For both samples, I needed to be sure they matched these conditions: they both had to be collected from a Simple Random Sample, or SRS, the population standard deviation needed to be unknown, there could be no outliers or skew, and both samples needed to be independent from each other. 
	I was told that both samples were collected from an SRS, and I must trust that this is true, as I have no way of knowing one way or another whether or not this is true. I did know, however, that both samples had no population standard deviation, as I stated earlier, because I was not given one, and I cannot find one myself using the data I was given. I was able to check for outliers and skew by putting the data I had into my calculator and checking both a boxplot and a histogram. The boxplot would tell me if there were any outliers in my data- there were none. The histogram showed the skew in both sets of data. For Sample 1, there was a slight skew to the right, and for Sample 2 there was no skew. This means that the temperatures in Lancer Park during the Fall were a little bit on the colder side. Thankfully, the skew had no effect on my test, because as long as the amount of samples in both Sample 1 and Sample 2 added up to at least 40, a slight skew is fine. Both sets of data had 25 samples, which adds to 50 samples in total. Finally, I checked that both sets of data were independent from one another. This means that the sets of data have nothing that connects them to each other. Because I am comparing two entirely separate seasons, my data is independent, and therefore the condition is satisfied.
	After this, I needed to find the test statistic. This means that I needed to find all of the important information for each sample, so that I could accurately put the information into my calculator. For each sample, I needed to know the sample mean, the sample standard deviation, and the number of samples used. For Sample 1, the sample mean was 9.2164, the sample standard deviation was 7.4154, and the number of samples was 25. For Sample 2, the sample mean was 7.8024, the sample standard deviation was 7.3776, and the number of samples was also 25. I found this information by pressing STAT in my calculator, then moving to the right to CALC, then pressing 1, which took me to 1-Var Stats. I could then choose the list that I wanted to look at, and this function told me all of the information that I needed. In addition to all of this, I needed to state the significance level of what I was searching for. The significance level is what I used to determine whether or not my data was statistically significant enough to say that the average low temperatures of Fall in Lancer Park are different than Spring temperatures. I chose a significance level of .05.
	Next, I needed to actually perform the test I chose. I did this by pressing STAT, then moving over to TESTS, and then hitting the number 4, which took me to 2-SampTTest. I chose for the input to be the data from the lists in my calculator, so it was quick and easy for me to get the information that I needed. I then chose that I was looking for Sample 1 to be less than Sample 2, then pressed CALCULATE. I found that my T-Level was .6673, and my P-Level was .5078. A larger T-Level would mean that the data are further away from each other, which means that there is stronger evidence for the alternative hypothesis. My T-Level was not incredibly high, which does not help my case. A smaller P-Level means that there is less data backing the null hypothesis, which again creates strong evidence for the alternative hypothesis to be true. I was looking to see that the P-Level was smaller than my significance level, but because my significance level was .05 and the P-Level was at .5078, there was no significant evidence that Fall low temperatures in Lancer Park are different than Spring low temperatures in Lancer Park. 
	Because there is no significant evidence that the average temperatures in Lancer Park for the Fall and Spring seasons are different from one another, I am led to believe that the appropriate clothing to pack for each semester is roughly the same. There is no reason to pack more cold weather clothing for either season, so packing a decent amount of clothing for both warm and cool weather conditions is necessary. This helps me decide what is important for me to bring with me each semester, so that I am able to be comfortable in whatever weather each season brings me. 


Appendix


	Fall
	3.38
	
	Spring
	17.12

	Fall
	8.55
	
	Spring
	14.11

	Fall
	2.84
	
	Spring
	5.08

	Fall
	7.3
	
	Spring
	7.8

	Fall
	-4.01
	
	Spring
	-4.16

	Fall
	2.41
	
	Spring
	20.47

	Fall
	23.29
	
	Spring
	6.94

	Fall
	22.23
	
	Spring
	9.47

	Fall
	15.62
	
	Spring
	8.97

	Fall
	9.58
	
	Spring
	21.28

	Fall
	10.12
	
	Spring
	8.37

	Fall
	-3.58
	
	Spring
	9.67

	Fall
	13.22
	
	Spring
	0.35

	Fall
	15.2
	
	Spring
	19.8

	Fall
	21.5
	
	Spring
	6.31

	Fall
	12.56
	
	Spring
	9.47

	Fall
	18.16
	
	Spring
	-1.17

	Fall
	13.73
	
	Spring
	2.61

	Fall
	6.01
	
	Spring
	10.21

	Fall
	2.94
	
	Spring
	-3.46

	Fall
	6.59
	
	Spring
	-0.99

	Fall
	8.21
	
	Spring
	2.17

	Fall
	1.46
	
	Spring
	0

	Fall
	6.19
	
	Spring
	9.47

	Fall
	6.91
	
	Spring
	15.62



