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The Origin of Language		Tatianna Griffin

[bookmark: _GoBack]	If one looks around the world today, he or she would encounter over 6,000 human languages and dialects that allow for modern humans to communicate with one another. Linguists study the nature of language and communication and also study the commonalities between languages and how that reflects into the culture and social life of a group of people. Linguists have yet to find a distinct origin of modern human language; however, there are different theories that propose ideas of how it may have happened. Harriet Joseph Ottenheimer in her book, “The Anthropology of Language,” talks a lot about two different theories on how language came to be. She talks about the Gradualist, or Gestural, Evolutionist theory and the Abrupt Evolutionist theory. Although she is in favor of the Gradualist Evolutionist theory, she provides an insightful counterargument dealing with the Abrupt Evolutionist theory. The Gradualist theory aligns with Charles Darwin’s theories on evolution. It states that language, as well as culture, developed slowly from a couple million years ago, with Homo habilis, allowing for tiny changes—through natural selection and simple random mutations—to accumulate, ultimately ending with the language used by modern humans. The Abrupt theory, supported by Noam Chomsky and Stephen J. Gould, states that human language originated with Homo sapiens from a pre-linguistic system to the system of modern human language that could have only changed in a rather quick, large and abrupt manner over tens of thousands of years. The more favorable of the two theories of the origin of language is the Abrupt Evolutionist theory due to the extensive amount of evidence provided by linguists, such as, but not limited to, biological and physiological evidence, studies researching the innateness of language in children, and genetic and archaeological records.
	The larynx in modern humans allow for them to communicate and formulate sounds and phonemes that they needed in order to create morphemes that were then used to make a syntactical form. It was not until after 200,000 years ago that the larynx descended further into the throat in humans to the position where they could vocalize the phonemes needed to create morphemes into sentences. Non-human primates had larynxes that were higher up in their throats, which allowed for them to have a call system of just making random noises that had a specific meaning, such as a call for food or danger, but not sounds that they could put together to turn in to morphemes and sentences. They lacked the design feature of duality of patterning, which modern humans developed once their larynxes were lowered. This change in physiology of the throat happened rather abruptly and serves as strong evidence for the theory that language developed quickly and recently in early modern humans. It could not have happened gradually over time because with lowered larynxes comes a longer pharynx. “Having a longer pharynx makes it possible to produce a greater variety of vowels. Much of this is done by moving the tongue backward and forward in the space available, thus changing the shape of the pharynx as well as the shape of the oral cavity” (Ottenheimer, 267). This movement will result in allowing humans to produce a variety of vowels that sound different from one another. Non-human primates had shorter pharynxes and raised larynxes, which did not allow them to speak as fully and with as great a variety as humans. There is also a genetic connection with the Great Diaspora out of Africa resulting in modern human populations 100,000 years ago and the lowering of the larynx deeper into the throat. It shows that as humans began to migrate out of Africa, that that is when they started to develop a spoken language. The difference in the position of the larynx, as it lowered deeper into the throats of humans rather quickly and recently, gave them the advantage of spoken language.
	Linguist Charles F. Hockett devised a list of approximately 13 design features of human language. Most of the design features Hockett came up with for human language are shared with communication systems between non-human primates; however, there are some that are unique to humans. The design features that human language and non-human primate communication systems share are “the vocal-auditory channel, which refers to the use of speaking and hearing as a key feature of language, reflecting an ideology of orality that persists even to this day; Broadcast transmission and directional reception refers to when the sounds of human language are sent out in all directions, but that listeners perceive those sounds as coming from a specific direction; Rapid fading means that language signals do not last very long; Interchangeability means speakers can send and receive the same signal; Total feedback means that speakers can hear themselves talk (and signers can feel themselves sign) and that they can monitor what they say as they say it or sign it; Specialization means that language sounds are specialized for communication; Semanticity means that specific sound signals (and specific signed signals) can be directly linked to a specific meaning; Arbitrariness means that there is no necessary or casual connection between a signal and its meaning; Discreteness means that the units used for communication can be separated into distinct units that cannot be mistaken for one another” (Ottenheimer, 246-248). The design features that are unique to humans and not found in non-human primate communication systems are “Displacement, the fact that you can talk (and here, talk includes sign) about things that are not present; Productivity, the feature that allows you to produce and comprehend entirely new utterances that you’ve never spoken or heard or seen before; Traditional transmission refers to the fact that language is learned in social groups; and Duality of Patterning, one of the most important features of a language system, appears to be a combination of the features of discreteness and productivity. Hockett developed the phrase “duality of patterning” to express the fact that discrete units of language at one level (such as the level of sounds) can be combined to create different kinds of units at a different level (such as words)” (Ottenheimer, 249-251). After developing these design features, Hockett got together with Robert Ascher to write “The Human Revolution,” which used the unique design features to argue for the Abrupt Evolutionist theory of the origin of language. In this journal, Hockett and Ascher state that a call system, such as the one used between gibbons, is a closed system and is different from having a language. They then go on to discuss how arboreal primates moved from trees to the savannas, which allowed for blending to occur. Blending is the term used for the mixing of calls, so if a primate saw food, but there was also danger nearby it would blend the call for food and for danger, creating a whole new call consisting of acoustic contours of 2 different calls. Hockett and Ascher saw this as the development of an open system of communication instead of a closed one. They also discussed how the open system that was being developed was still pre-language because it lacked duality of patterning and grammar. However, overall, Hockett and Ascher saw the distinct design features as an argument that to get from a closed, call system to the open system of human language with duality of patterning and grammar, required a paramount and relatively quick conversion.
	Studying the functions of the human brain can show how specialized and complicated it really is. For example, the right hemisphere controls left-hand controls, insight, and the more creative human functions, while the left hemisphere controls right-hand controls, spoken and written language, and the more logical and analytic human functions. The brain had to have evolved from its primordial state in non-human primates and early hominids in order to develop such specialization and ultimately the biological capacity for language. “Even though every individual brain is unique, it is still possibile to map the general areas of the brain that are involved in using language. The most important of these appear to be Broca’s and Wernicke’s areas, both located in the left cerebral hemisphere” (Ottenheimer, 264). These are two areas on the left hemisphere of the brain that, if damaged, severely hinder the ability to use language. Broca’s area, discovered by Paul Broca, is an area in the upper left hemisphere of the brain. Broca was a doctor who discovered its connection to human language. When humans damage Broca’s area their ability to have clarity of speech is deeply affected. They cannot pronounce words correctly or clearly. They can rarely compose words, and in the case they do, it takes a long time for them to do so. A Prussian physician named Carl Wernicke, shortly after Paul Broca published his findings on Broca’s area, discovered Wernicke’s area, which is the area toward the lower left in the left hemisphere. Damage to Wernicke’s area causes patients to lose their understanding of words and ability to converse. There is also a bundle of tissue that separates the two areas, called the lateral sulcus, which hinders the evidence that early hominids had acquired modern language because their fossil records do not show evidence of it. Linguists that attribute innateness of language in the brain argue for the Abrupt Evolutionist theory of the origin of language because the specialized brain, including the functions of Broca’s and Wernicke’s areas and the lateral sulcus, is directly associated with the complexity of human grammar, and the fact that it is much more complex and different than other animal communication systems, that it had to happen abruptly.
	There are two views on how human language is learned. Language is either learned through the general problem solving abilities of humans or the human brain is differentiated into separate systems of special design and structure. Linguist Noam Chomsky developed a theory that language in general is an innate biological capacity for the human brain. When it comes to children learning language and how to speak, he theorizes that children are already born with the biological devices consisting of the basic structure of any human language. According to Chomsky, “We are designed to walk, we are not taught; likewise for language, one cannot prevent a child from acquiring language [if exposed to it in the normal way]” (Chomsky). There are also theories that were devised about whether language is an innate capacity or if it is imitated from mother to offspring. There are many problems with the imitation theory of acquisition, though. Children show signs of the design feature productivity by creating sentences they have never heard before, and they know things about human language that cannot be taught or imitated. They develop correct grammar on their own. Children learn language by being fully immersed in a culture. Being surrounded by it turns on that language switch in their brain that allows them to acquire the ability to talk, which shows their social surroundings have a huge impact on their ability to acquire language. This supports the Abrupt Evolutionist theory of the origin of language because the innateness of language is associated with the specialized human brain, discussed previously, that developed quickly and recently.
	In 1990, the KE family was brought to the attention of scientific researchers because over generations, approximately half of their family members suffer from a variety of “elements of impairment in speech articulation and other linguistic skills, and broader intellectual and physical problems” (MacAndrew). Researchers first thought that the disorder this family suffered from was linked to a mutation in a single dominant gene that was passed down from generation to generation. It has come to light that the gene they spoke of, named the FOXP2 gene, was not grammar, language, or even speech-specific. Although it is clearly important for speech articulation and the use of grammar and other linguistic skills, it does not code for linguistic abilities. It does not code for anything because it technically is not a gene and is more of a transcription factor that binds to other genes facilitates the unbinding of DNA in to RNA and the binding of it to replicate DNA. It involves a lot more abilities than just those for language capacities. “By looking at silent polymorphisms in the gene, Enard et al estimate that the mutations in the FOXP2 in the human lineage occurred between 10,000 and 100,000 years ago and speculate that the mutations must have been critical for the development of human speech as we understand it and also critical for the development of fully human society and cognition” (MacAndrew). This mutation in the gene gives strong and extensive evidence for the Abrupt Evolutionist theory of the origin of language because in the human lineage, 100,000 years ago is quite recent and for a mutation that affects language so critically and abruptly at that time, that had to be a major moment in time for the development of human language.
	When it comes to the theories on the origin of language, the Abrupt Evolutionist theory makes more sense to support it and has stronger evidence than the Gradualist theory. Looking at the Gradualist theory the strongest pieces of evidence to support it are studies teaching language to non-human primates and spontaneous signing, brain physiology, and the development of fossils and tools. The experiments researchers conducted in order to test whether apes could acquire language and could show the ability to express those design features that Hockett proposed were unique to human language. In the 1970s researchers decided to try and teach language to a gorilla named Koko. According to the study results, with the help of Dr. Penny Patterson “Koko has learned to use over 1,000 signs and seems to understand approximately 2,000 spoken English words. Further, Koko understands these signs sufficiently well to adapt them or combine them to express new meanings that she wants to convey” (koko.org). Although this conveys striking evidence that primates were able to sign and understand what they were signing if that is how language started, there is no evidence that they could actually speak a spoken language. The fact that they are able to communicate just reinforces the fact that they needed to alter their system of communication when they moved from living in trees to living on flat lands and in savannas. When it comes to sign language and spontaneous signing, Ottenheimer, in her book, points out “sign language is not a universal language, and speakers of one sign language cannot automatically or easily understand speakers of other sign languages” (Ottenheimer, 120). With that, if language had developed gradually over a long period of time, even before the migration out of Africa, starting with gesture systems, most groups of people would have similar sign languages. It could only be after humans began to migrate that their languages would become different, which is what can be seen today. Ottenheimer also discusses how language and culture connect with one another. Starting with Homo habilis, the hominid brain is increased in size, surface area, volume, etc. It is also known that early humans used stone tools and as their brain began to increase, their stone tools began to become more advanced. Ottenhemier states, “Different languages appear to encapsulate different worldviews... Some languages have words for things that others do not” (Ottenheimer, 18). She argues that if language and culture evolved together, then as people started to isolate themselves and create their own cultures as well as increase the sophistication in the tools they used, then their language did the same. This does not hold as strong evidence because in the archaeological record, linguists have found that the appearance of things that show symbolic behavior and really represent the culture of a group of people, such as art and religious tokens, not stone tools, did not appear until suddenly very recently. There is also controversial evidence in early hominid endocranial casts in the fossil record that show indications of the descent of their larynxes as well as evidence of the lateral sulcus in the brain that connects Broca’s and Wernicke’s areas, which is associated with language; however, the evidence is much stronger in fossil casts found earlier with later hominids, which supports the Abrupt theory. Looking at all the evidence, it is clear that the more plausible of the two theories is the Abrupt Evolutionist theory of the origin of language.
	Although linguists have yet to find a solid theory for how humans acquired language and when they acquired it, the two theories discussed—Abrupt Evolutionist theory and Gradualist Evolutionist theory—both have evidence for and against them that make them both conceivable ideas. The Abrupt theory holds stronger, and more believable, evidence for how language originated. There is a lot to learn about humans and the complex way that they live, and there is much more to learn about when, where, and how they acquired language. It is important to understand these two theories on how language originated because it can help to uncover the real approach for how human language originated.

Works Cited
MacAndrew, Alec. "FOXP2 and the Evolution of Language." FOXP2 and the Evolution
of Language. Molecular Biology, n.d. Web. 22 Feb. 2016.
Ottenheimer, Harriet. The Anthropology of Language: An Introduction to Linguistic
Anthropology. 3rd ed. Belmont, CA: Wadsworth Cengage Learning, 2013. Print.
"Scientific Goals & History | Koko.org." Scientific Goals & History | Koko.org. N.p., n.d.
Web. 22 Feb. 2016.

L — p—

e ks e oy, e o e v 0
e kst o e e i e o ol
Lt st o e et s s -
PR SR ————
P —
et e e e e o o v
Vi s uiin o, T Aoy of Lo
A R ———
Gt Fchtonthead e A ey Alfngh i
LT e ——
T T ———
D s n v sttt g, ol il ekt
[ ————
S ——
A T p—

N ety 5 .o st i s e i oo
B E—
L —
F ST S————
[
. oo gl s b b

[ ———



