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Introduction  
 
In this report, we will create a multiple linear regression model to predict sale price for homes in 
the Gainesville, Florida area. The population in this model is all homes and condos in 
Gainesville, Florida. The statistical model is analyzing the sample of 100 recent homes sales in 
Gainesville, Florida. The variables we are using include: taxes, bedrooms, baths, quadrant (NW, 
NE, SW, SE), size, lot size, and price. The quantitative explanatory variables include: taxes, 
bedrooms, baths, size, and lot size. The only categorical explanatory variable is quadrant. The 
remaining variable, price, is a quantitative response variable.  Our results show that taxes, size 
and lot size are significant predictors of sale price for homes in the Gainesville, Florida area.  
 
Correlation Among Variables 
 
First we examine the correlations between variables in Table 1 and Figure 1. The table shows the 
the variables price, size, and lot size have a strong correlation with taxes. We also note that the 
variables size and lot size are strongly correlated with price. 
 
Initial Regression Model 
 
The statistical model we will use is: 
 
PRICE = 𝛽 0 +  𝛽 TAXES TAXES +  𝛽 BEDROOMS BEDROOMS +  𝛽BATHS BATHS +  𝛽 SIZES SIZES* * * *  

+  𝛽LOT SIZE LOTSIZE + ε*  
 

where  ε is the residual error and is assumed to be normally distributed with mean zero, standard 
deviation , and is independent of all of the explanatory variables.σ ε  
 
The hypotheses we will be testing for this model are:  
 

: 𝛽TAXES =  𝛽BEDROOMS =  𝛽BATHS =  𝛽SIZES =  𝛽 LOT SIZE = 0H0  
Ha: At least one slope (i.e. coefficient) is nonzero. 

 
Running a multiple regression, we have the following prediction equation using all variables (see 
Table 4 in the Appendix): 
 

6633.7997 20.643631 AXES 6469.686 EDROOMS 11824.488 ATHS  PRICE
︿

=  +  * T −  * B +  * B  
33.571428 IZE 1.6162385 OTSIZE +  * S +  * L  

 



 
This model is significant (F(5,94) = 61.5235, p < 0.0001) meaning at least one of the coefficients 
in the equation is nonzero (see Table 3 in Appendix). With R2 = 0.765946 we note that 76.6% of 
the variation in price is explained by the linear model using all variables (see Table 2 in the 
Appendix). 
 
Model Reduction 
  
The variables bedrooms (p = 0.2264) and baths (p = 0.1096) were not significant in the initial 
model.  Since bedrooms and baths are not significant we removed them to get the model:  
 

RICE β AXES IZE OTSIZE εP =  0 + βTAXES * T + βSIZE * S + βLOTSIZE * L +   
 

where is the residual error and is assumed to be normally distributed with mean zero, standardε  
deviation , and is independent of all of the explanatory variables.σε   
 
Running a multiple regression, we have the following prediction equation for this reduced model 
variables (Table 7 in Appendix):  
 

6305.3193 2.035493 AXES 34.511792 SIZE 1.5943618 LOTSIZE  PRICE
︿

=  + 2 * T +  *  +  *   
 
This model is significant (F(3, 96) = 99.6485, p < 0.0001) meaning at least one of the 
coefficients in the equation is nonzero (Table 6 in Appendix).  With an we note.756928R2 = 0  
that 75.69% of the variation is price is explained by the linear model using all variables (Table 5 
in the Appendix).  We note also that all of the variables in this model are significant (Table 7 in 
Appendix).  
 
To determine if there is a significant reduction in from the full to the reduced model, we willR2  
run the nested F test.  Our test statistic is given by:  
 

F(2, 96) = SSM  SSM ) / (dFM  dFM )( Full −  Reduced Full −  Reduced  
                 

                                                                            SEM Full  
 
                               (2, 96)    (2.4084e .38e ) / (5 ) F  =  11 − 2 11 − 3   

                                   = 1.81373 
      82, 15, 147 9 6  

 
 

 



 
 

with a p-value of 0.168587 (Fcdf(1.8373, 1E99, 2, 96)).  Thus there is no significant reduction in 
and all of our variables have significant non-zero coefficients, we will use this model as ourR2  

final model.  
 
Model Verification 
 
For this model, we also note that the estimate of the common standard deviation, isσε  

.  We do not believe the standard error condition is satisfied to8216 √MSE =  √796141802 = 2  
use this model because two times the smallest standard deviation is not greater than the largest 
standard deviation shown here: (Table 7 in Appendix)..491127 2 .5432770 *  < 7   
 
Finally we examine the residuals versus the predicted values (Figure 2 in the Appendix) and the 
residuals versus the explanatory variables in the reduced model (Figure 3 in the Appendix).  The 
residuals versus the predicted plot shows no discernable pattern as does the first row of Figure 3 
which shows the residuals versus each of the explanatory variables.  Also in Figure 4 in the 
Appendix there is no strong indication of non-normality of the distribution of the residuals.  
 
Using the correlations listed in Table 1, variables were removed based off of little to no strong 
correlation with other variables. Therefore, bedrooms and bath were removed from the model 
since those variables were not strongly correlated with any other variable in the model.  
 
Using Model 
 
Finally, we use the reduced model to predict the price for House 1:  
 

6, 05.3193 2.035493 , 60 34.511792 1, 40 1.5943618 18, 00 107, 67.00  PRICE
︿

=  3 + 2 * 1 3 +  *  2 +  *  0 = $ 7  
 
Since the observed value of price for House 1 was $145,000, we see that this model 
underpredicts the price for House 1 by $37,233.  
 
Keeping all other variables constant, this model indicates a change in price of 40,817.11 dollars 
when the home size increases by 1,000 square feet as shown below:  
 

6305.3193 2.035493  34.511792 1, 00 1.5943618 0 $40, 17.11  PRICE
︿

=  + 2 * 0 +  *  0 +  *  =  8  
 

 



Keeping all other variables constant, this model indicates a change in price of  7,899 dollars 
when lot size increases by 1,000 square feet as shown below:  
 

6305.3193 2.035493  34.511792 0 1.5943618 1, 00 $7, 99.68  PRICE
︿

=  + 2 * 0 +  *  +  *  0 =  8  
 
Therefore buying home with 1,000 more square feet in lot size will be more “bang for the buck” 
because a homeowner is getting the same increase space for a smaller increase in price.  
 
Bonus 
 

853.788 0.715758 AXES 38.35445 SIZE 1.3990594 LOTSIZE  PRICE
︿

=  − 4 + 2 * T +  *  +  *   
5050.436 W  + 1 * N  

 
With NW being 1 and not NW being 0, these are the predicted equations:  
 

10196.648 0.715758 AXES 38.35445 SIZE 1.3990594 LOTSIZE  PRICE NW
︿

=  + 2 * T +  *  +  *   

853.788 0.715758 AXES 38.35445 SIZE 1.3990594 LOTSIZE  PRICE NOT  NW
︿

=  − 4 + 2 * T +  *  +  *   
 
The predicted price for NW homes is $15,050.44 more than homes not in the NW holding all 
other variables constant.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



APPENDIX 
 
Table 1. Table of Correlations 

 
Figure 1. Correlation Scatterplot Matrix 

 
Table 2. Summary of Fit Full Model 

 

 



Table 3. Analysis of Variance Full Model 

 
 
Table 4. Parameter Estimates Full Model 

 
 
Table 5. Summary of Fit Reduced Model 

 

Table 6. Analysis of Variance Reduced Model 

 

Table 7. Parameter Estimates Reduced Model 

 

 
 
 
 

 



Figure 2. Residual by Predicted Plot, Reduced Model 

 
Figure 3. Scatterplot Matrix of Residuals for Reduced Model Versus Explanatory 
Variables 

 

 

 



 

Figure 4. Distribution of Residuals, Reduced Model 

 

 
 

 

 


